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Overview

* Character “prosody”
» Radical position and reduction
* Reduplication

* Stroke shape and position
* Lengthened strokes
* Curved strokes
* Hooked strokes

Overview Chinese characters are productive Chinese character grammar
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Character prosody Overview Radicals (Zf &) as affixes

* Chinese characters tend to show:
* Binarity
* Asymmetrical edge prominence (right and bottom)
* These have wide-ranging effects on components & strokes
* Similar to metrical feet in spoken & signed languages
* Two-dimensional “feet”:
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* Character “prosody”
* Radical position and reduction
* Reduplication

* Stroke shape and position
* Lengthened strokes
* Curved strokes
* Hooked strokes

* Morphological properties
* Closed class
* Bound
* Semantically bleached

* Phonological properties
* Favor prosodically “weak” positions
* Suppletive allomorphs
* General reduction rules




Most characters have left/top radicals
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Computed from 13,060 traditional characters in Tsai (2006)

Most radicals favor the left or top
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Radicals

The left/bottom alternation

* Radicals that most favor the left also sometimes
appear on the bottom (see previous slide)
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* A prosodic explanation

Left-sided radicals are “light” horizontally but “heavy”
vertically:
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Radicals may reduce in “weak” position

* Some radicals have suppletive forms at left/top
Ny ~ll~é A~ r](~/ﬁ 5—~*$
it HA~Y
* But not at right or bottom (generally)
P~ s~k B~ g Bk (A ~u E ~
* Other radicals reduce in a more regular way
* Wang (1983): Diagonalization and stroke reduction
& 8~F iy~ 2 ip~d
A H~% FoE~E IR~

* May even apply to non-radicals: ¥ : B*~%®

Grammaticalization of radicals

* Vietnamese (Chir Ném) radicals acted more like roots

¢ Often “synonymic”, not “taxonymic” (Handel, 2016;
cf. ancient logographic systems: Rude, 1986)
« Also often lacked formal redugtion: i tay ‘arm’
Traditional characters go here |
* PRC simplification: “Weak” r&duction is extended

A~ B~y e~
(cf 3w~  H~B E=~R)

Frequency affects grammaticalization
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Right/Bottom LeftTop (using Tsai, 2006, database)

(Mixed-effects logistic regression by radical: Left/top vs. right/bottom : p < .0001;
interaction between frequency and position only marginal: p = .06) 15

Testing radical position productivity

* Chinese readers were shown fake characters and asked to
judge if they were like characters ( " & =750 2 )

III

* Lexicality: Component is/isn’t a “real” radical

* Grammaticality: Is/isn’t in “weak” position (left/top)
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* Problem: Position is confounded with reduction 16
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Top/Bottom I

So let’s run a new experiment!

Worldlikeness

A Web-based Tool for Typological Psycholinguistics
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Created by Chen Tsung-Ying (Chen & Myers, 2017);
this experiment was run with him too 17

Priming to boost position effect?
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Mixed-effects logistic regression on all items: Grammaticality (p < .0001); Lexicality (p < .05);
Grammaticality x Orientation (p <.0001); Grammaticality x Lexicality (p < .0001) 18




Interaction with horizontal reduction
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Overview

* Character “prosody”
 Radical position and reduction
* Reduplication

* Stroke shape and position
* Lengthened strokes
* Curved strokes
* Hooked strokes

Reduplication patterns

* Binary horizontal reduplication

o R OB s FOE R ¥ OF X
* Binary vertical reduplication

58 F 32 0¥ %5 % B B oW O
* Triangular reduplication (binary both ways)

= R A A % W K & 4 B OB &
* Square reduplication is quite rare: 3%

« Not productive as a full template (splittable): % fﬁ ® %
* Exceptions are quite rare and restricted:

Non-binarity (mostly single strokes): = “# i 2 &

Inverted triangles (not a single template): %

Splitting of horizontal reduplication (we’ll come back to this): % L

Grammaticality x Lexicality (p < .05); Grammaticality x Reduction (p < .05) 20
Deriving reduplication Testing reduplication productivity Grammar independent of lexicon
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The variety of vertical strokes
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« Vertical stroke shape (plain, curved, hooked) is never (?)
lexically distinctive by itself

* Yet the contrast is apparently important enough to
appear in many fonts:
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Distribution of plain strokes
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* Right: PLIE: s IR R IR
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Distribution of curved strokes

e Left: I AR R H A B8
VAR ET LS RALI A

* Middle: ... (does ¥ count?)

* Right:

30

Distribution of hooked strokes
o Left:
«Middle: = 54 AT ok LE LS (F )4

* Right: + 47 % (3)
(D ek égpamras
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Some surface generalizations

* Plain stroke is default
« Also allows bottom contact: © =+ }

* Curved stroke appears on left,
especially in “tall/thin” components (Wang, 1983): % vs.I

* Hooked stroke appears on right with material above it:
* Examples conforming to this pattern: ¥ % f
* Hook on right but no material above it: =+ 1 4 (<) (<7 )
« Hook with material above it but not on right: 7 £
« Hook without material above and not on right: < - "k %

32

Curves: A deeper generalization

 Curves appear in “weak” position at left:
 Curved stroke is also shorter than rightmost: "'

* “Left” is defined within a “prosodic” domain:
* Separate components vs. wholes: F* %
 Thin/tall = one prosodic domain: * #* % &
* Fat/squat = two prosodic domains: = # # F
e.g. : fat/squat free f vs. its tall/thin radical allomorph: 2
* A prediction (thanks to Lin Yu-Hsuan):
« Thin/tall components favor left/right radicals more than
fat/squat components, which also like top/bottom radicals
* A near minimal pair consistent with this prediction:
£: ¢k 3 & H # 4L (0% top- or bottom-side radicals)
o ff 3 3 3 MO O ¥ T F L ¥ (25%top/bottom)
33

Testing curving and radical position
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Fisher'stest, p<.05,testing > * * § £ £ ¥ h vs.  AA P PA F o RERFARBFF
as non-radicals in 227 characters with only one level of embedding (mixed-effects logistic
regression confirms that this pattern not due to base component type frequency) 34

Testing the acceptability of
lengthening and curving

* Another Worldlikeness experiment
(with Chen Tsung-Ying)

* Testing 380 combinations of stroke size, shape, position,
and orientation: " B AV EVEIE 2 |

J4 g
EFEF

Lengthening & curving results
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(Mixed-effects linear regression on arcsine-transformed Likert-scale judgments) 36




Hooking is more lexicalized

* No simple generalization applies to all cases
* Near minimal pairs: 2§ T

* Not predictable from small seal script (/N2%):
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Hooks: Deeper generalizations?

* Hooks tend to be in “strong” positions:

* Atright (* <) or alone in the middle (7 )
* Hooks also tend to have material above:

* Usually contactattop: ¥ % ¢ =7 & £ 0 (cf. 4 -] -k F)
* Stroke coordination as gesture coordination?

* Syllables are the domain of gesture coordination

* Complex rimes are heavier (more gestures to coordinate)

* Complex onsets may also be heavier (see Hsieh, yesterday)
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Testing the acceptability of hooking

* Yet another Worldlikeness experiment
(again with Chen Tsung-Ying)
* Testing 24 combinations of shape and position:

T T 7 F T
T F T F = =
T * T T ¥ F
F ¥ F £ = F

Hooking judgment results
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(Mixed-effects linear regression on arcsine-transformed Likert-scale judgments) 40

More on lexicalization

* Left component in horizontal reduplication shows regular

reduction or curving (single “foot”): I $& % %

* But a lexical subset are still splittable: ¥ #%
* Reduplication also doesn’t trigger suppletive reduction:

Bk & (x4 *})
cf. 3 (reanalysis as affixation) F¢ (different elements)
* In spoken phonology this would imply ordering/opacity:

[XX] - Suppletion > Redup -> Reduc/Curv -> Infixation

Xx1 > [4=1 > . > > . 2]
xx] - > [**] > [#] > > [l
xx] > > [2 3w > [Elge > 51

xx] -> 2> [F R > Bl > H 4

Summary and conclusions

* The prosodic hypothesis accommodates many facts:
Radicals, reduplication, strokes all show:
Left is weaker than right, top is weaker than bottom,
in binary groupings
* Why does it work?

* Universal Grammar applies to any sufficiently large and
complex communication system (e.g., also sign language)?

* Extra-linguistic constraints on motor control, perception,
memory, and cognition?
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